
Style Transfer: Saving the world from Abusive Speech

Arpan Mangal
IIT Delhi

cs1160321@iitd.ac.in

Deepanshu Jindal
IIT Delhi

cs1160312@iitd.ac.in

Abstract

Hate speech and offensive language on so-
cial platforms is rampant these days, cre-
ating an unhealthy atmosphere and ”dehu-
manising effect”1. A lot of work has been
done in hate speech detection but limited
work has been done to tackle it by trans-
forming offensive content to non-offensive
content. We will try to employ a Style
Transfer based technique to tackle this
menace by rephrasing sentences/tweets to
make them non-offensive.

1 Introduction

1.1 Hate speech
Hate speech is a growing problem, with abusive
and controversial texts and comments often trend-
ing on social media platforms causing hurt feel-
ings for the target groups and an unhealthy at-
mosphere overall. Recent reports have demon-
strated that abusive speech severe real world con-
sequences and digital hatred is now spilling over
into the real world. A strong correlation has been
shown between anti-minority sentiment on social
media and the incidents of violent crimes against
such groups(Ant). The high impact and prevalence
of hate and abusive speech have been identified as
important problem which need to be addressed.

1.2 Previous work
Significant work has been done to detect and fil-
ter out the hate speech (Davidson, 2017; Founta,
2018). However, it is not sufficient to just filter
them out, maybe we can do better by transform-
ing the offensive content into non-offensive con-
tent while still being comprehensible in a some-
what toned down and polite version. This would

1https://impakter.com/
hurt-feelings-real-danger-hate-speech/

allow us to not only notify a user who is trying to
post offensive content but also allow us to prompt
the user with some suggestions to town down the
message content to maintain the community stan-
dards of the platform.

To counter this problem of hate speech we use
style transfer techniques, similar to those used by
(Shrimai et al., 2018) to modify the stylistic as-
pects of text responsible for the offensive nature.
Previously, similar work has been done by (Ci-
cero, 2018)2. We provide a simple set of tech-
niques to transform abusive speech into a more
polite form. Moreover the techniques that we de-
velop are general enough to generalize to any form
of style transfer, and provide an efficient and easy
to implement baseline method to achieve style
transfer.

1.3 Style Tranfer

In context of NLP, style transfer is the technique of
adding some specific stylistic properties to the text
while preserving the overall structure and meaning
of the sentence. For example

The food was great but the staff was
rude. → The food was great and the
staff was friendly.

shows sentiment transfer while preserving other
attributes of sentence.

Excellent work in Style Transfer has been done
by (Shrimai et al., 2018) (Fig. 1). They first learn
a latent representation of the input sentence by us-
ing a back translation model in order to preserve
the meaning of the sentence while reducing stylis-
tic properties. Thereafter, they use trained decoder
over these latent representations to output the text
with certain stylistic properties. The decoder is

2However the code for this work was not publicly avail-
able

https://impakter.com/hurt-feelings-real-danger-hate-speech/
https://impakter.com/hurt-feelings-real-danger-hate-speech/


Figure 1: (Shrimai et al., 2018): Style transfer pipeline: to rephrase a sentence and reduce its stylistic
characteristics, the sentence is back-translated. Then, separate style-specific generators are used for
style transfer

trained using feedback from a pre-trained classi-
fier trained to classify the text based on those given
stylistic properties. They have trained their model
to work with gender, political slant and sentiment
based stylistic properties.

2 Datasets and Resources

We work with dataset provided by (Cicero, 2018)
which they used for training and evaluation of their
model. The dataset has been extracted from reddit
and twitter using techniques described by (Hen-
derson et al., 2017) and (Serban et al., 2017).

Apart from the dataset, we use a lexicon of hate
words made available by (Davidson et al., 2017).

3 Evaluation Metrics

There are two evaluation metric which we will be
focusing on.

1. Classification Accuracy: Percentage of
times when we are able to convince the clas-
sifier that a hate speech text passed through
our model is indeed non hate.

2. Content Preservation: Gives us measure of
how similar the sentence is to original sen-
tence in meaning. For this we use human
evaluation.

4 Experiments

4.1 Using Shrimai’s model
We train models provided by (Shrimai et al., 2018)
over our hate speech dataset.

1. Firstly we preprocess the raw hate speech
data to convert sentences like ”i don ’t get
it...” to ”i do not get it...”.

Original (Hate) Non Hate
that shit isn’t on me. that’s what the hell is

about me.
i don’t get it, who on

earth believes shit like
that?

i don’t know, who
would have been on the

same thing like this?
less useless meetings

and more actually
getting shit done, i

suppose

reversals? crustaceans
and i’m not going to be,

i’m sure.

Table 1: Results on hate-speech dataset using Shri-
mai’s model

2. Then we train a CNN classifier to predict hate
vs. no-hate style.

3. The English dataset is then translated into
French using Shrimai’s English-French MT
system.

4. Next, the back-translation model is trained,
and finally evaluated on test sentences

Results for this are shown in Table 1. The con-
verted sentences gave very high accuracy, compa-
rable to (Cicero, 2018). However the results didn’t
seem very encouraging in terms of fluency and
meaning preservation.

4.2 Lexicon based approach

We also observed that simply removing certain
hate words from hate sentences makes them get
classified as non-hate more than 90% of the times.
This motivates us to try a more comprehensive
lexicon based approach to filter out common hate
words. We use the lexicon developed by (David-
son et al., 2017) for our task. The lexicon contains



close to 1600 seed words which are used to gener-
ate close to 8000 words with polarity scores. We
pick the top 2000 words and their common mis-
spellings as the lexicon which we filter out from
the hate sentences.

To fill in the gaps in the sentences left out by
the removal of these hate words we try following
approaches:

4.2.1 CBOW Model
We use Google word2vec embeddings with a
CBOW model to predict words to fill in the blanks.
However we observe that very often the CBOW
model predicts the exact or similar hate words
which we removed, which shows the percolation
of hate speech into word embeddings as well. (Ta-
ble 4)

Also many a times simply removing an abusive
word is the right way to go.

4.2.2 Backtranslation3

(Shrimai et al., 2018) used the approach of back-
translation to lose out the original stylistic at-
tributes, preserve latent meaning and finally gener-
ating the back-translated sentence in desired style.

We employed a similar approach, by translating
the non-fluent sentence (generated after removal
of hate words) into a different language, hypoth-
esizing that doing so will help preserve the latent
meaning of sentence and back translation to En-
glish will smoothen out the discontinuities.

We also observe that back-translation is able to
handle subtle hate to some extent as subtle hate
gets lost in back-translation.

We also explore Shrimai’s hypothesis that
”back-translation using a more distant pivot lan-
guage will help in getting rid of stylistic property
to greater extent with the tradeoff of lower qual-
ity and fluency of back-translated sentences”. We
tried our experiments with three completely far off
languages – French, Russian and Hindi.

(Li et al., 2018) in their paper on Sentiment
Style Transfer use similar technique of deleting
words and phrases expressing the original style of
the sentence, retrieving new words and phrases of
the desired style and use a neural model to fluently
combine these.

4.2.3 Results
Using the back-translation technique we got re-
sults at par with (Cicero, 2018) (Table 2), in terms

3Our full code is available here.

Dataset Shen 2017
(Previous

SOTA)

Cicero
2018

(Current
SOTA)

Ours

Reddit
Hate

Speech

87.66 % 99.54 % 98.60 %

Table 2: Classifier Prediction results for No Hate

of classifier accuracy, fluency and content preser-
vation (Table 5)

5 Conclusion

We provide an interpretable and easy-to-
implement style transfer technique to counter the
problem of hate speech on online social platforms.
Such techniques can be used to automatically con-
vert the hateful content (tweets, comments, and so
on) on social chatting platforms like Twitter and
Facebook, or communities like StackOverflow.

Also through our experiments with CBOW
model for gap filling we have effectively shown
how hate speech has percolated into word2vec em-
beddings trained on news corpus. Such insights
can help in understanding some biases in NLP
tasks.

6 Proposing a new baseline for style
transfer

The techniques that we propose are fairly
general and can be a quick baseline to set in
any style transfer setting. For lexicon gen-
eration we require around a couple hundred
of labelled seed words which can be used to
induce a large lexicon of relevant words for
the style transfer to work upon by using corpus
of unlabelled data. Thereafter, we can follow
a similar technique of removing words and
then filling up with word embeddings of the form
embed(word) + embed(style1)− embed(style2).

For example suppose we want to do style
transfer for male to female. We induce a lexicon
of male and female centric words. Then we
filter out male words and fill in the blanks with
embed(word) + embed(man)− embed(woman).

Clearly this is not optimal solution but is a quick
hack that will work in many practical situations
with access to limited labelled data.

https://github.com/arpanmangal/Abusive-Language-Style-Transfer
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Original (Female style) Pretrained Model Results from training
wonderful wine selection and

good service.
great selection of food and good

service
pretty good place and good

service.
we couldnt even flag him down we can even get the drapeau we havent go to this place

i will never order flowers through
cactus flowers again

i will never be coming back to try
some of the hacked in town .

wow i wouldn’t be going back for
this place !

Table 3: Results on Shrimai’s gender dataset using Shrimai’s model (female→ male)

Original Sentence: are you fucking kidding me
Top 3 Candidates: fucking 0.92 fuckin 0.81 fuck 0.8

Transformed Sentence: are you fucking kidding me
Original Sentence: i hope this happens so old people quit voting for these jack asses
Top 3 Candidates: voting 0.70 for 0.67 vote 0.60

Transformed Sentence: i hope this happens so old people quit voting for these voting
Original Sentence: except when that bitch bites the hand that feeds it
Top 3 Candidates: bitch 0.90 bitches 0.71 bastard 0.62

Transformed Sentence: except when that bitch bites the hand that feeds it

Table 4: Using CBOW to predict suitable words in blanks

Original Shen et al. Cicero et al. Ours
for fuck sake , first world
problems are the worst

for the money , are one
different countries

for hell sake , first world
problems are the worst

for the sake of the
world’s first problems are

the worst
what a fucking circus this

is .
what a this sub is

bipartisan .
what a big circus this is . what a circus it is.

i hope they pay out the
ass , fraudulent or no .

i hope the work , we out
the UNK and no .

i hope they pay out the
state , fraudulent or no .

I hope they pay for it,
fraudulent or not.

what big century are you
living in ?

life is so big cheap to
some people .

you re big pathetic . in which great century do
you live

Table 5: Final results on Cicero’s Hate-Dataset


